2024-06-17 11:23:04.408 CDT [5116] LOG:  database system was shut down at 2024-06-17 11:22:58 CDT
2024-06-17 11:28:04.321 CDT [6348] LOG:  checkpoint starting: time
2024-06-17 11:28:04.328 CDT [6348] LOG:  checkpoint complete: wrote 3 buffers (0.0%); 0 WAL file(s) added, 0 removed, 0 recycled; write=0.002 s, sync=0.002 s, total=0.009 s; sync files=2, longest=0.001 s, average=0.001 s; distance=0 kB, estimate=0 kB
2024-06-17 11:30:56.537 CDT [10556] LOG:  could not receive data from client: An existing connection was forcibly closed by the remote host.

	
2024-06-17 11:58:34.326 CDT [4212] ERROR:  relation "pg_dist_node" does not exist at character 22
2024-06-17 11:58:34.326 CDT [4212] STATEMENT:  SELECT nodename FROM pg_dist_node WHERE position('10.126.13.13' in nodename) > 0 LIMIT 1
2024-06-17 11:58:34.369 CDT [4212] ERROR:  relation "sde.sde_spatial_references" does not exist at character 15
2024-06-17 11:58:34.369 CDT [4212] STATEMENT:  SELECT * FROM sde.sde_spatial_references LIMIT 0
2024-06-17 11:58:34.462 CDT [4212] ERROR:  relation "sde.sde_logfiles" does not exist at character 29
2024-06-17 11:58:34.462 CDT [4212] STATEMENT:  SELECT logfile_data_id FROM sde.SDE_logfiles LIMIT 0
2024-06-17 11:58:34.482 CDT [4212] ERROR:  relation "pg_temp_3.sde_logfiles" does not exist at character 29
2024-06-17 11:58:34.482 CDT [4212] STATEMENT:  SELECT logfile_data_id FROM pg_temp_3.SDE_logfiles LIMIT 0
2024-06-17 11:58:35.630 CDT [6772] ERROR:  relation "pg_dist_node" does not exist at character 22
2024-06-17 11:58:35.630 CDT [6772] STATEMENT:  SELECT nodename FROM pg_dist_node WHERE position('10.126.13.13' in nodename) > 0 LIMIT 1
2024-06-17 11:58:35.674 CDT [6772] ERROR:  relation "sde.sde_spatial_references" does not exist at character 15
2024-06-17 11:58:35.674 CDT [6772] STATEMENT:  SELECT * FROM sde.sde_spatial_references LIMIT 0
2024-06-17 11:58:35.754 CDT [6772] ERROR:  relation "sde.sde_logfiles" does not exist at character 29
2024-06-17 11:58:35.754 CDT [6772] STATEMENT:  SELECT logfile_data_id FROM sde.SDE_logfiles LIMIT 0
2024-06-17 11:58:35.774 CDT [6772] ERROR:  relation "pg_temp_4.sde_logfiles" does not exist at character 29
2024-06-17 11:58:35.774 CDT [6772] STATEMENT:  SELECT logfile_data_id FROM pg_temp_4.SDE_logfiles LIMIT 0
2024-06-17 11:58:48.225 CDT [7220] ERROR:  relation "pg_dist_node" does not exist at character 22
2024-06-17 11:58:48.225 CDT [7220] STATEMENT:  SELECT nodename FROM pg_dist_node WHERE position('10.126.13.13' in nodename) > 0 LIMIT 1
2024-06-17 11:58:48.267 CDT [7220] ERROR:  relation "sde.sde_spatial_references" does not exist at character 15
2024-06-17 11:58:48.267 CDT [7220] STATEMENT:  SELECT * FROM sde.sde_spatial_references LIMIT 0
2024-06-17 11:58:48.341 CDT [7220] ERROR:  relation "sde.sde_logfiles" does not exist at character 29
2024-06-17 11:58:48.341 CDT [7220] STATEMENT:  SELECT logfile_data_id FROM sde.SDE_logfiles LIMIT 0
2024-06-17 11:58:48.359 CDT [7220] ERROR:  relation "pg_temp_5.sde_logfiles" does not exist at character 29
2024-06-17 11:58:48.359 CDT [7220] STATEMENT:  SELECT logfile_data_id FROM pg_temp_5.SDE_logfiles LIMIT 0
2024-06-17 11:58:48.875 CDT [8332] ERROR:  relation "pg_dist_node" does not exist at character 22
2024-06-17 11:58:48.875 CDT [8332] STATEMENT:  SELECT nodename FROM pg_dist_node WHERE position('10.126.13.13' in nodename) > 0 LIMIT 1
2024-06-17 11:58:48.922 CDT [8332] ERROR:  relation "sde.sde_spatial_references" does not exist at character 15
2024-06-17 11:58:48.922 CDT [8332] STATEMENT:  SELECT * FROM sde.sde_spatial_references LIMIT 0
2024-06-17 11:58:48.994 CDT [8332] ERROR:  relation "sde.sde_logfiles" does not exist at character 29
2024-06-17 11:58:48.994 CDT [8332] STATEMENT:  SELECT logfile_data_id FROM sde.SDE_logfiles LIMIT 0
2024-06-17 11:58:49.015 CDT [8332] ERROR:  relation "pg_temp_6.sde_logfiles" does not exist at character 29
2024-06-17 11:58:49.015 CDT [8332] STATEMENT:  SELECT logfile_data_id FROM pg_temp_6.SDE_logfiles LIMIT 0
2024-06-17 11:58:49.514 CDT [10812] ERROR:  relation "pg_dist_node" does not exist at character 22
2024-06-17 11:58:49.514 CDT [10812] STATEMENT:  SELECT nodename FROM pg_dist_node WHERE position('10.126.13.13' in nodename) > 0 LIMIT 1
2024-06-17 11:58:49.559 CDT [10812] ERROR:  relation "sde.sde_spatial_references" does not exist at character 15
2024-06-17 11:58:49.559 CDT [10812] STATEMENT:  SELECT * FROM sde.sde_spatial_references LIMIT 0
2024-06-17 11:58:49.639 CDT [10812] ERROR:  relation "sde.sde_logfiles" does not exist at character 29
2024-06-17 11:58:49.639 CDT [10812] STATEMENT:  SELECT logfile_data_id FROM sde.SDE_logfiles LIMIT 0
2024-06-17 11:58:49.659 CDT [10812] ERROR:  relation "pg_temp_7.sde_logfiles" does not exist at character 29
2024-06-17 11:58:49.659 CDT [10812] STATEMENT:  SELECT logfile_data_id FROM pg_temp_7.SDE_logfiles LIMIT 0
2024-06-17 11:58:50.156 CDT [5492] ERROR:  relation "pg_dist_node" does not exist at character 22
2024-06-17 11:58:50.156 CDT [5492] STATEMENT:  SELECT nodename FROM pg_dist_node WHERE position('10.126.13.13' in nodename) > 0 LIMIT 1
2024-06-17 11:58:50.202 CDT [5492] ERROR:  relation "sde.sde_spatial_references" does not exist at character 15
2024-06-17 11:58:50.202 CDT [5492] STATEMENT:  SELECT * FROM sde.sde_spatial_references LIMIT 0
2024-06-17 11:58:50.282 CDT [5492] ERROR:  relation "sde.sde_logfiles" does not exist at character 29
2024-06-17 11:58:50.282 CDT [5492] STATEMENT:  SELECT logfile_data_id FROM sde.SDE_logfiles LIMIT 0
2024-06-17 11:58:50.300 CDT [5492] ERROR:  relation "pg_temp_8.sde_logfiles" does not exist at character 29
2024-06-17 11:58:50.300 CDT [5492] STATEMENT:  SELECT logfile_data_id FROM pg_temp_8.SDE_logfiles LIMIT 0
2024-06-17 11:58:50.806 CDT [9672] ERROR:  relation "pg_dist_node" does not exist at character 22
2024-06-17 11:58:50.806 CDT [9672] STATEMENT:  SELECT nodename FROM pg_dist_node WHERE position('10.126.13.13' in nodename) > 0 LIMIT 1
2024-06-17 11:58:50.858 CDT [9672] ERROR:  relation "sde.sde_spatial_references" does not exist at character 15
2024-06-17 11:58:50.858 CDT [9672] STATEMENT:  SELECT * FROM sde.sde_spatial_references LIMIT 0
2024-06-17 11:58:50.936 CDT [9672] ERROR:  relation "sde.sde_logfiles" does not exist at character 29
2024-06-17 11:58:50.936 CDT [9672] STATEMENT:  SELECT logfile_data_id FROM sde.SDE_logfiles LIMIT 0
2024-06-17 11:58:50.953 CDT [9672] ERROR:  relation "pg_temp_9.sde_logfiles" does not exist at character 29
2024-06-17 11:58:50.953 CDT [9672] STATEMENT:  SELECT logfile_data_id FROM pg_temp_9.SDE_logfiles LIMIT 0
2024-06-17 11:58:51.452 CDT [5732] ERROR:  relation "pg_dist_node" does not exist at character 22
2024-06-17 11:58:51.452 CDT [5732] STATEMENT:  SELECT nodename FROM pg_dist_node WHERE position('10.126.13.13' in nodename) > 0 LIMIT 1
2024-06-17 11:58:51.495 CDT [5732] ERROR:  relation "sde.sde_spatial_references" does not exist at character 15
2024-06-17 11:58:51.495 CDT [5732] STATEMENT:  SELECT * FROM sde.sde_spatial_references LIMIT 0
2024-06-17 11:58:51.573 CDT [5732] ERROR:  relation "sde.sde_logfiles" does not exist at character 29
2024-06-17 11:58:51.573 CDT [5732] STATEMENT:  SELECT logfile_data_id FROM sde.SDE_logfiles LIMIT 0
2024-06-17 11:58:51.591 CDT [5732] ERROR:  relation "pg_temp_10.sde_logfiles" does not exist at character 29
2024-06-17 11:58:51.591 CDT [5732] STATEMENT:  SELECT logfile_data_id FROM pg_temp_10.SDE_logfiles LIMIT 0
2024-06-17 12:03:04.423 CDT [6348] LOG:  checkpoint starting: time
2024-06-17 12:03:29.882 CDT [6348] LOG:  checkpoint complete: wrote 233 buffers (1.4%); 0 WAL file(s) added, 0 removed, 0 recycled; write=25.395 s, sync=0.055 s, total=25.459 s; sync files=88, longest=0.008 s, average=0.001 s; distance=1275 kB, estimate=1275 kB
2024-06-17 12:14:29.653 CDT [4212] LOG:  could not receive data from client: An existing connection was forcibly closed by the remote host.

	
2024-06-17 12:14:29.668 CDT [6772] LOG:  could not receive data from client: An existing connection was forcibly closed by the remote host.

	
2024-06-17 12:18:04.925 CDT [6348] LOG:  checkpoint starting: time
2024-06-17 12:18:12.085 CDT [6348] LOG:  checkpoint complete: wrote 66 buffers (0.4%); 0 WAL file(s) added, 0 removed, 0 recycled; write=7.143 s, sync=0.013 s, total=7.160 s; sync files=26, longest=0.002 s, average=0.001 s; distance=258 kB, estimate=1174 kB
2024-06-17 12:26:07.654 CDT [5492] LOG:  could not receive data from client: An existing connection was forcibly closed by the remote host.

	
2024-06-17 12:26:07.776 CDT [9672] LOG:  could not receive data from client: An existing connection was forcibly closed by the remote host.

	
2024-06-17 12:26:07.823 CDT [5732] LOG:  could not receive data from client: An existing connection was forcibly closed by the remote host.

	
2024-06-17 12:26:07.851 CDT [7220] LOG:  could not receive data from client: An existing connection was forcibly closed by the remote host.

	
2024-06-17 12:26:07.851 CDT [10812] LOG:  could not receive data from client: An existing connection was forcibly closed by the remote host.

	
2024-06-17 12:26:07.981 CDT [8332] LOG:  could not receive data from client: An existing connection was forcibly closed by the remote host.

	
2024-06-17 12:28:04.104 CDT [6348] LOG:  checkpoint starting: time
2024-06-17 12:28:17.502 CDT [6348] LOG:  checkpoint complete: wrote 123 buffers (0.8%); 0 WAL file(s) added, 0 removed, 0 recycled; write=13.380 s, sync=0.013 s, total=13.398 s; sync files=27, longest=0.003 s, average=0.001 s; distance=524 kB, estimate=1109 kB
2024-06-17 12:59:24.050 CDT [11208] FATAL:  password authentication failed for user "postgres"
2024-06-17 12:59:24.050 CDT [11208] DETAIL:  Connection matched pg_hba.conf line 88: "host 	all		all		0.0.0.0/0		scram-sha-256"
